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detector will make it possible to study the differential transverse flow in forward rapidity, where 
the space-time picture of the QGP is expected to be very different. By correlating that with 
information at mid-rapidity, they also provide detailed information on the pT dependence of the 
longitudinal asymmetry and decorrelation effects. In turn, this information will elucidate the space-
time dynamics of the QGP in the longitudinal direction and hence provide unique/critical input for 
current theoretical effort in tuning the 3+1D hydrodynamic models. 

 
Figure 2-38: (left panel) The pseudorapidity coverage in η1 × η2 of the STAR detector prior to the 
removal of FTPC in 2012.  (Right panel) The projected η1 × η2 acceptance after the iTPC and 
forward upgrade. 

 
Finally, STAR can take advantage of the flexibility of the RHIC machine to measure these 
observables in different collision systems and beam energies. As an example, it would be highly 
desirable to measure the p(v2) and event plane correlations in U+U and Cu+Au collisions where 
the QGP properties are similar to Au+Au collisions but with completely different collision geometry. 
For the measurement of event plane correlations in STAR, experiences from LHC experiments 
[112] show that it is very important to have multiple non-overlapping detectors that provide 
independent measurement of φn as well as cross-checks to control the systematic uncertainties.  
 
 
2.4.3 Event-shape engineering 

 
The granularity and large acceptance of the forward detectors will enable STAR to sort 

events according to their apparent ellipticity or triangularity and then measure the vn signal in the 
mid-rapidity with the TPC (see Figure 2-39). This event shape engineering technique was 
proposed in Ref. [112], and recently successfully applied to ALICE and ATLAS data analysis [113].  
The proposed implementation in STAR would be to first Fourier expand the multiplicity in the EPD, 
and then study the response of the collective flow signals (including radial flow) at mid-rapidity via 
TPC to various EPD selected shapes. The study performed by the ATLAS collaboration shows 
that the v2-vn correlation with in a fixed centrality not only provides a means to directly separate 
the linear and non-linear effect in v4 and v5 but also the intrinsic initial geometry correlation 
between E2 and En. Figure 2-40 shows that the measured v 2− v4 contains a quadratic term that is 
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The longitudinal structure of heavy ion collisions is largely 
unexplored

Longitudinal structures of the initial state of HICs
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J. Centrality definition

The simplest determination of the centrality classes
in our model can be obtained from conditions on the
number of the participant nucleons. The collisions with
Npart ≥ 18 amount to 3.4% of the most central events
from GLISSANDO. The next most central class is defined
as 16 ≤ Npart ≤ 17, which forms centrality 3.4 − 7.8%.
On the other hand, as noted in [11], simplistic centrality
definitions based on the impact parameter are ill defined
for central p-Pb collisions.
For the Glauber+NB case we define the centrality

classes not by the number of participant nucleons, but
through the total initial entropy in the fireball, i.e., we
take into account the fluctuations from the overlaid Γ
distribution. A more accurate determination, following
closely to the experimental setup, should impose the cuts
on the final multiplicity of the produced particles, instead
of on Npart or the initial entropy.

III. TWO-PARTICLE CORRELATIONS

A. Definitions

The basic objects of the study of this section are the
two-dimensional two-particle correlation functions in rel-
ative pseudorapidity and azimuth. These quantities in
comparison to the CMS data [4] have already been ana-
lyzed in [12]. Here we extend this analysis, comparing to
the ATLAS data [6] as well.
The simplest definition of the correlation function in

the considered kinematic variables is

C(∆η,∆φ) ≡
⟨ d2Npair

d∆η d∆φ⟩events
⟨ d2Npair

d∆η d∆φ
⟩mixed events

. (10)

If the correlations were absent, C(∆η,∆φ) = 1, thus
unity is a natural scale for this measure. This correlation
is used by the ATLAS collaboration [6].
The “per trigger” correlation function, used by the

CMS collaboration, is defined as [4]

Ctrig(∆η,∆φ) ≡
1

N

d2Npair

d∆η d∆φ
= B(0, 0)

S(∆η,∆φ)

B(∆η,∆φ)
,

(11)

with∆η and∆φ denoting the relative pseudorapidity and
azimuth of the particles in the pair. The signal and the
mixed-event background are defined with the pairs from
the same event, and the pairs from the mixed events,
respectively:

S(∆η,∆φ) = ⟨
1

N

d2Npair

d∆η d∆φ
⟩events, (12)

B(∆η,∆φ) = ⟨
1

N

d2Npair

d∆η d∆φ
⟩mixed events.
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FIG. 7. (Color online) The charge-independent correlation
function C(∆η,∆φ). The total transverse momentum is ap-
proximately conserved with the condition PT < 10 GeV.
Charge balancing is included.

The number of particles N in the prefactor (denoted by
CMS as Ntrig) is the number of charged particles in a
given centrality class and acceptance bin, corrected for
the detector efficiency. The multiplication with the cen-
tral bin content B(0, 0) in Eq. (11) brings in the inter-
pretation of Eq. (11) as the average number of correlated
pairs per trigger particle.
To make quantitative comparisons easier, one also uses

the projected correlation functions. A function used by
the ATLAS collaboration is defined as

Y (∆φ) =

∫

B(∆φ)d(∆φ)

πN
C(∆φ) − bZYAM, (13)

where S(∆φ) and B(∆φ) are averages of S(∆η,∆φ) and
B(∆η,∆φ) over the chosen range in ∆η avoiding the cen-
tral region, in particular 2 < |∆η| < 5 in the ATLAS
analysis, and the constant bZYAM is such that the mini-
mum of Y (∆φ) is at zero.

B. Comparison to the ATLAS data

The result of our simulations for the most central p-Pb
collisions (c = 0− 3.4 %) with the kinematic cuts corre-
sponding to the ATLAS setup [6] is shown in Fig. 7. We
display the standard-source case, as for the compact or
Glauber+NB cases the results are quantitatively similar.
We note the two prominent ridges, generated with flow,
as well as the central peak, coming in our simulation from
the charge balancing [20].
The same-side ridge appears naturally as a conse-

quence of the collective flow. More precisely, in our
framework the shape and flow in the fireball in the for-
ward and backward rapidity regions is correlated, reflect-
ing the assumption on the factorization of the transverse
and longitudinal distributions in the initial condition. In
particular, the principal axes of the elliptic flow are cor-
related along the whole pseudorapidity span. Thus, there
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Figure 2: (Color online) Dihadron correlation function for
charged particles, from ALICE (upper plot) and EPOS3 sim-
ulations, for high multiplicity (0-20%) events.

longer characterized by the impact parameter, but by
the multiplicity, or in the multiple scattering approach,
by the number of Pomerons – being proportional to the
multiplicity. In fig. 1, we show a simulation of a semi-
peripheral p-Pb scattering, with 8 Pomerons. We con-
sider the transverse plane at space-time rapidity ηs = 1.
The positions of the Pomerons are indicated by the black
dots. String segment having enough energy to escape are
marked green, the red ones constitute the core.

The positions of the Pomerons, and therefore also the
positions of the string segments, are generated randomly.
In the current example, the overall shape of the core part
(the red circles) happens to be elongated along the y axis,
so we have generated randomly an elliptical shape (indi-
cated by the blue ellipse, to guide the eye). This will
lead to a preferred expansion along the x axis, and a
cos(2∆φ) shape of the correlation function. The ques-

-2
-1.5

-1
-0.5

0
0.5

1
1.5

2 -1
0

1
2

3
4

0.72

0.74

0.76

0.78

  2.0-4.0 GeV/ctrigg
T

p  1.0-2.0 GeV/cassoc
T

p

η∆
φ∆

R

EPOS3.074

Figure 3: (Color online) Dihadron correlation function for
charged particles, from ALICE (upper plot) and EPOS3 simu-
lations, for high multiplicity (0-20%) events, after subtraction
of the result for the 60-80% class.

tion is only, if the fluctuations are sufficiently big and
sufficiently frequent to provide a quantitative agreement
with the observed correlation functions. In fig. 2, we
plot the dihadron correlation function for charged parti-
cles, from ALICE (upper plot) and EPOS3 simulations.
We observe in theory and experiment the “jet peak” as
well as a near side and a awayside ridge structure.

To get rid of, the jet correlations, one subtracts the low
multiplicity correlation function (assuming that the jet
correlation is the same). In fig. 3, we show the results for
ALICE measurement and the corresponding EPOS3 sim-
ulations. Indeed, a double ridge structure is visible, es-
sentially flat in the ∆η directions. The origin of the dou-
ble ridge are random azimuthal asymmetries, as shown
in fig. 1, which lead to asymmetric flow and to a double
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tion is only, if the fluctuations are sufficiently big and
sufficiently frequent to provide a quantitative agreement
with the observed correlation functions. In fig. 2, we
plot the dihadron correlation function for charged parti-
cles, from ALICE (upper plot) and EPOS3 simulations.
We observe in theory and experiment the “jet peak” as
well as a near side and a awayside ridge structure.

To get rid of, the jet correlations, one subtracts the low
multiplicity correlation function (assuming that the jet
correlation is the same). In fig. 3, we show the results for
ALICE measurement and the corresponding EPOS3 sim-
ulations. Indeed, a double ridge structure is visible, es-
sentially flat in the ∆η directions. The origin of the dou-
ble ridge are random azimuthal asymmetries, as shown
in fig. 1, which lead to asymmetric flow and to a double

Same story for 
small systems ?

Nearly boost invariant initial state position space correlations   
+ collective flow → ridge like structure in A+A

Then we need to estimate the right initial conditions ?

η

fig: B. Schenke
Can we lean about the 

longitudinal structure of HICs 
in the final phase of RHIC ?



P.Tribedy, RSC meeting for forward upgrade, BNL, 2017

Achieving quantitative understanding
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Broad theoretical efforts and experimental advances 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Precision measurements of anisotropy in 
the transverse ch-hadron spectra + theory

Transport properties of matter formed in HICs
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We have made precision measurements of the shear viscosity to 
entropy density ratio η/s of the matter formed in HICs

φ

Achieving quantitative understanding
Example: Shear viscosity to entropy density ratio η/s 
Broad theoretical efforts and experimental advances 
lead to increasingly precise determination of η/s 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FIG. 1: Elliptic flow as a function of pseudorapidity (v2(η))
for charged hadrons in minimum-bias collisions at

√
s

NN
=

130 GeV (open triangles) [11] and 200 GeV (closed triangles).
One sigma statistical errors are shown as the error bars.
Systematic errors (90% C.L.) are shown as gray boxes only
for the 200 GeV data.

at −34 cm away from the nominal vertex position,
along the beam axis [11]. The vertex trigger enabled
a special sample (∼ 1 million triggers) of such events
to be taken. The track-based method required events
with vertices within about 10 cm of the nominal vertex
position, which allowed a large fraction of the 2001
Au+Au data set at 200 GeV (∼ 25 million triggers) to
be used. The minimum-bias sample for the hit-based
method consists of all triggered events that have a valid
reconstructed vertex. This engenders biases similar to
those discussed in [11] and leads to the average number
of participants ⟨Npart⟩ given in Table I. For the track-
based method, only the fraction of the cross-section
unbiased by trigger and vertex inefficiencies is used to
form the minimum-biased sample. The average number
of participants for this method is also given in Table I.
For the centrality dependent v2(η) analysis, the data
samples were subdivided into the three centrality classes
given in Table I. The top 3% of the cross-section,
where the flow signal is smallest, was omitted to reduce
the resulting statistical and systematic errors on the
most central bin. Differences in the average number
of participants between the two methods, for the same
fraction of the Au+Au cross-section, occur because the
track-based method is track weighted whereas the hit-
based method is event weighted. This results in slightly
higher ⟨Npart⟩ values for the track-based method, which
are insignificant given the systematic error in ⟨Npart⟩.
For both methods the resulting centrality classes are
unbiased. The summary of the number of events used
is also given in Table I.

Monte Carlo (MC) simulations of the detector per-
formance based on the Hijing [20] event generator and
GEANT 3.21[21] simulation package were used for sys-
tematic error studies.

Figure 1 shows the minimum-bias result for the

200-GeV data using the hit-based method (as described
in [11]). The data show a steady decrease in v2 with
increasing |η|, similar to that seen at the lower energy of√

s
NN

= 130 GeV (also shown). No significant difference
in shape or magnitude is seen within the systematic
errors. The ratio of v2 at

√
s

NN
= 200 GeV compared

to 130 GeV, averaged over all η, is 1.04 ± 0.03(stat.) ±
0.04(syst.).

The track-based method correlates the azimuthal angle
of tracks that traverse the spectrometer, φtrk, with the
event plane as measured in the octagon, Ψ2, event by
event. The method used is based upon the scheme
described by Poskanzer and Voloshin [22], where the
strength of the flow is given by the nth Fourier coefficient
of the particle azimuthal angle distribution

dN

d(φtrk − ΨR)
∼ 1 +

∑

n

2vn cos [n (φtrk − ΨR)]. (1)

In this analysis only the n = 2 component is studied and
the true reaction plane, ΨR, is approximated by the event
plane Ψ2.

The use of tracking requires events with vertices
near the nominal vertex range (−8 cm < vz < 10 cm) to
ensure maximum track acceptance in the spectrometer.
Only the parts of the OCT detector with complete
azimuthal acceptance (i.e. those away from mid-rapidity)
are used to determine the reaction plane. Two sub-
events, symmetric in η and of equal charged particle
multiplicity, are used to determine the event plane
resolution. The sub-event sizes are vertex dependent,
resulting in a resolution correction that is both centrality
and vertex dependent. The resulting sub-event ranges lie
between 2.05 < |η| < 3.2, and are widely separated, thus
greatly reducing the effects of any short range non-flow
correlations. The event plane is determined using

Ψ2 =
1

2
tan−1

( ∑

i wi sin(2φi)
∑

i wi cos(2φi)

)

, (2)

where φi is the ith hit’s measured angle, and the sums
run over all hits in both sub-events. The sub-events are
combined for the event plane determination in order to
maximize its resolution. Vertex dependent corrections,
some determined on an event-by-event basis, are used
as weights (wi) [11] in order to remove acceptance and
occupancy biases. The resulting distributions of event
plane angles are found to be flat within 2%.

To determine the v2 coefficient, the measured
dN

d(φtrack−Ψ2) distribution is divided by a mixed event
distribution in order to remove detector related effects,
such as non-uniformities in the azimuthal acceptance of
the spectrometer:
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where ∆φ denotes φtrack−Ψ2 and Cres is the event plane

resolution correction. The dN
d∆φ
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distribution, with

collisions which span a factor of 10 in collision energy
(

!!!!!!!!

sNN
p

). The results are folded about midrapidity (positive
and negative ! bins are averaged). The distributions are
observed to be independent of collision energy over a
substantial !0 range. This is consistent with and extends
a similar observation made by BRAHMS [10] over a more
restricted !0 range. Both the 19.6 and 130 GeV data reach
85%–90% of their maximum value before deviating sig-
nificantly (more than 5%) from the common limiting
curve. These data demonstrate that limiting fragmenta-
tion applies well in the Au! Au system and that the
‘‘fragmentation region’’ is rather broad, covering more
than half of the available range of !0 over which particles
are produced. In particular, the fragmentation region
grows significantly between 19.6 and 130 GeV, extending
more than two units away from the beam rapidity. A
similar effect was observed in p! !pp collisions, over a
range of

!!!

s
p

from 53 to 900 GeV [16]. In both cases,

particle production appears to approach a fixed limiting
curve which extends far from the original beam rapidity,
indicating that this universal curve is an important fea-
ture of the overall interaction and not simply a nuclear
breakup effect. This result is in sharp contrast to the
boost-invariance scenario [18] which predicts a fixed
fragmentation region and a broad central rapidity plateau
that grows in extent with increasing energy.

Figure 2(b) shows the scaled pseudorapidity distribu-
tions for a set of noncentral collisions, which also exhibit
limiting fragmentation over a broad range of !0. Figure 3
shows the centrality dependence of the dNch=d!0=
hNpart=2i distribution at the two extreme energies: 19.6
and 200 GeV. These data demonstrate that particle pro-
duction in the fragmentation region changes significantly
with centrality. Figure 4 shows the ratio of noncentral to
central data with (90% C.L.) systematic errors included.
The error in the ratio involves a partial cancellation of
the systematic errors in the individual measurements.
For !0 > "1:5, the scaled pseudorapidity density actu-
ally grows in the peripheral data with respect to the more
central data. This effect has already been observed for

TABLE II. Total charged multiplicity in three fiducial ranges
of ! for central (0%–6%) collisions.
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Nch#j!j< 4:7$ Nch#j!j< 5:4$ Nch#total$
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200 GeV 4810% 240 4960% 250 5060% 250
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FIG. 2. Au! Au data for
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sNN
p & 19:6, 130, and 200 GeV,

plotted as dNch=d!0 per participant pair, where !0 ' !" ybeam
for (a) 0%–6% central and (b) 35%–40% central. Systematic
errors (90% C.L.) are shown for selected, typical, points.
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FIG. 1. The charged particle pseudorapidity distribution,
dNch=d!, measured for Au! Au at
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sNN
p & 200, 130, and

19.6 GeV for the specified centrality bins. Note: the 45%–
55% bin is not reported for the 19.6 GeV data due to uncer-
tainties caused by the very low multiplicity in these events. The
typical systematic errors (90% C.L.) are shown as bands for
selected centrality bins. The statistical errors are negligible.
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observed to be independent of collision energy over a
substantial !0 range. This is consistent with and extends
a similar observation made by BRAHMS [10] over a more
restricted !0 range. Both the 19.6 and 130 GeV data reach
85%–90% of their maximum value before deviating sig-
nificantly (more than 5%) from the common limiting
curve. These data demonstrate that limiting fragmenta-
tion applies well in the Au! Au system and that the
‘‘fragmentation region’’ is rather broad, covering more
than half of the available range of !0 over which particles
are produced. In particular, the fragmentation region
grows significantly between 19.6 and 130 GeV, extending
more than two units away from the beam rapidity. A
similar effect was observed in p! !pp collisions, over a
range of
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from 53 to 900 GeV [16]. In both cases,

particle production appears to approach a fixed limiting
curve which extends far from the original beam rapidity,
indicating that this universal curve is an important fea-
ture of the overall interaction and not simply a nuclear
breakup effect. This result is in sharp contrast to the
boost-invariance scenario [18] which predicts a fixed
fragmentation region and a broad central rapidity plateau
that grows in extent with increasing energy.

Figure 2(b) shows the scaled pseudorapidity distribu-
tions for a set of noncentral collisions, which also exhibit
limiting fragmentation over a broad range of !0. Figure 3
shows the centrality dependence of the dNch=d!0=
hNpart=2i distribution at the two extreme energies: 19.6
and 200 GeV. These data demonstrate that particle pro-
duction in the fragmentation region changes significantly
with centrality. Figure 4 shows the ratio of noncentral to
central data with (90% C.L.) systematic errors included.
The error in the ratio involves a partial cancellation of
the systematic errors in the individual measurements.
For !0 > "1:5, the scaled pseudorapidity density actu-
ally grows in the peripheral data with respect to the more
central data. This effect has already been observed for

TABLE II. Total charged multiplicity in three fiducial ranges
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errors (90% C.L.) are shown for selected, typical, points.
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No data on higher order flow harmonics                & rapidity density 
correlations/fluctuations                 ? 

PHOBOS PHOBOS

Limited previous measurements exist at forward rapidity at RHIC

Charged hadrons flow Charged hadrons multiplicity

Phys Rev C 72, 051901(R) (2005) Phys. Rev. Lett. 91, 052303 (2003)
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Existing measurements at forward rapidity



P.Tribedy, RSC meeting for forward upgrade, BNL, 2017 10

2

-4 -2 0 2 4
0

0.01

0.02

0.03

0.04

0.05

η

2v

200 GeV minimum-bias Au+Au

130 GeV minimum-bias Au+Au

FIG. 1: Elliptic flow as a function of pseudorapidity (v2(η))
for charged hadrons in minimum-bias collisions at

√
s

NN
=

130 GeV (open triangles) [11] and 200 GeV (closed triangles).
One sigma statistical errors are shown as the error bars.
Systematic errors (90% C.L.) are shown as gray boxes only
for the 200 GeV data.

at −34 cm away from the nominal vertex position,
along the beam axis [11]. The vertex trigger enabled
a special sample (∼ 1 million triggers) of such events
to be taken. The track-based method required events
with vertices within about 10 cm of the nominal vertex
position, which allowed a large fraction of the 2001
Au+Au data set at 200 GeV (∼ 25 million triggers) to
be used. The minimum-bias sample for the hit-based
method consists of all triggered events that have a valid
reconstructed vertex. This engenders biases similar to
those discussed in [11] and leads to the average number
of participants ⟨Npart⟩ given in Table I. For the track-
based method, only the fraction of the cross-section
unbiased by trigger and vertex inefficiencies is used to
form the minimum-biased sample. The average number
of participants for this method is also given in Table I.
For the centrality dependent v2(η) analysis, the data
samples were subdivided into the three centrality classes
given in Table I. The top 3% of the cross-section,
where the flow signal is smallest, was omitted to reduce
the resulting statistical and systematic errors on the
most central bin. Differences in the average number
of participants between the two methods, for the same
fraction of the Au+Au cross-section, occur because the
track-based method is track weighted whereas the hit-
based method is event weighted. This results in slightly
higher ⟨Npart⟩ values for the track-based method, which
are insignificant given the systematic error in ⟨Npart⟩.
For both methods the resulting centrality classes are
unbiased. The summary of the number of events used
is also given in Table I.

Monte Carlo (MC) simulations of the detector per-
formance based on the Hijing [20] event generator and
GEANT 3.21[21] simulation package were used for sys-
tematic error studies.

Figure 1 shows the minimum-bias result for the

200-GeV data using the hit-based method (as described
in [11]). The data show a steady decrease in v2 with
increasing |η|, similar to that seen at the lower energy of√

s
NN

= 130 GeV (also shown). No significant difference
in shape or magnitude is seen within the systematic
errors. The ratio of v2 at

√
s

NN
= 200 GeV compared

to 130 GeV, averaged over all η, is 1.04 ± 0.03(stat.) ±
0.04(syst.).

The track-based method correlates the azimuthal angle
of tracks that traverse the spectrometer, φtrk, with the
event plane as measured in the octagon, Ψ2, event by
event. The method used is based upon the scheme
described by Poskanzer and Voloshin [22], where the
strength of the flow is given by the nth Fourier coefficient
of the particle azimuthal angle distribution

dN

d(φtrk − ΨR)
∼ 1 +

∑

n

2vn cos [n (φtrk − ΨR)]. (1)

In this analysis only the n = 2 component is studied and
the true reaction plane, ΨR, is approximated by the event
plane Ψ2.

The use of tracking requires events with vertices
near the nominal vertex range (−8 cm < vz < 10 cm) to
ensure maximum track acceptance in the spectrometer.
Only the parts of the OCT detector with complete
azimuthal acceptance (i.e. those away from mid-rapidity)
are used to determine the reaction plane. Two sub-
events, symmetric in η and of equal charged particle
multiplicity, are used to determine the event plane
resolution. The sub-event sizes are vertex dependent,
resulting in a resolution correction that is both centrality
and vertex dependent. The resulting sub-event ranges lie
between 2.05 < |η| < 3.2, and are widely separated, thus
greatly reducing the effects of any short range non-flow
correlations. The event plane is determined using

Ψ2 =
1

2
tan−1

( ∑

i wi sin(2φi)
∑

i wi cos(2φi)

)

, (2)

where φi is the ith hit’s measured angle, and the sums
run over all hits in both sub-events. The sub-events are
combined for the event plane determination in order to
maximize its resolution. Vertex dependent corrections,
some determined on an event-by-event basis, are used
as weights (wi) [11] in order to remove acceptance and
occupancy biases. The resulting distributions of event
plane angles are found to be flat within 2%.

To determine the v2 coefficient, the measured
dN

d(φtrack−Ψ2) distribution is divided by a mixed event
distribution in order to remove detector related effects,
such as non-uniformities in the azimuthal acceptance of
the spectrometer:
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where ∆φ denotes φtrack−Ψ2 and Cres is the event plane
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d∆φ

∣

∣

∣

mix
distribution, with

collisions which span a factor of 10 in collision energy
(

!!!!!!!!

sNN
p

). The results are folded about midrapidity (positive
and negative ! bins are averaged). The distributions are
observed to be independent of collision energy over a
substantial !0 range. This is consistent with and extends
a similar observation made by BRAHMS [10] over a more
restricted !0 range. Both the 19.6 and 130 GeV data reach
85%–90% of their maximum value before deviating sig-
nificantly (more than 5%) from the common limiting
curve. These data demonstrate that limiting fragmenta-
tion applies well in the Au! Au system and that the
‘‘fragmentation region’’ is rather broad, covering more
than half of the available range of !0 over which particles
are produced. In particular, the fragmentation region
grows significantly between 19.6 and 130 GeV, extending
more than two units away from the beam rapidity. A
similar effect was observed in p! !pp collisions, over a
range of

!!!

s
p

from 53 to 900 GeV [16]. In both cases,

particle production appears to approach a fixed limiting
curve which extends far from the original beam rapidity,
indicating that this universal curve is an important fea-
ture of the overall interaction and not simply a nuclear
breakup effect. This result is in sharp contrast to the
boost-invariance scenario [18] which predicts a fixed
fragmentation region and a broad central rapidity plateau
that grows in extent with increasing energy.

Figure 2(b) shows the scaled pseudorapidity distribu-
tions for a set of noncentral collisions, which also exhibit
limiting fragmentation over a broad range of !0. Figure 3
shows the centrality dependence of the dNch=d!0=
hNpart=2i distribution at the two extreme energies: 19.6
and 200 GeV. These data demonstrate that particle pro-
duction in the fragmentation region changes significantly
with centrality. Figure 4 shows the ratio of noncentral to
central data with (90% C.L.) systematic errors included.
The error in the ratio involves a partial cancellation of
the systematic errors in the individual measurements.
For !0 > "1:5, the scaled pseudorapidity density actu-
ally grows in the peripheral data with respect to the more
central data. This effect has already been observed for

TABLE II. Total charged multiplicity in three fiducial ranges
of ! for central (0%–6%) collisions.
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FIG. 2. Au! Au data for
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sNN
p & 19:6, 130, and 200 GeV,

plotted as dNch=d!0 per participant pair, where !0 ' !" ybeam
for (a) 0%–6% central and (b) 35%–40% central. Systematic
errors (90% C.L.) are shown for selected, typical, points.
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FIG. 1. The charged particle pseudorapidity distribution,
dNch=d!, measured for Au! Au at

!!!!!!!!

sNN
p & 200, 130, and

19.6 GeV for the specified centrality bins. Note: the 45%–
55% bin is not reported for the 19.6 GeV data due to uncer-
tainties caused by the very low multiplicity in these events. The
typical systematic errors (90% C.L.) are shown as bands for
selected centrality bins. The statistical errors are negligible.

P H Y S I C A L R E V I E W L E T T E R S week ending
1 AUGUST 2003VOLUME 91, NUMBER 5

052303-3 052303-3collisions which span a factor of 10 in collision energy
(

!!!!!!!!

sNN
p

). The results are folded about midrapidity (positive
and negative ! bins are averaged). The distributions are
observed to be independent of collision energy over a
substantial !0 range. This is consistent with and extends
a similar observation made by BRAHMS [10] over a more
restricted !0 range. Both the 19.6 and 130 GeV data reach
85%–90% of their maximum value before deviating sig-
nificantly (more than 5%) from the common limiting
curve. These data demonstrate that limiting fragmenta-
tion applies well in the Au! Au system and that the
‘‘fragmentation region’’ is rather broad, covering more
than half of the available range of !0 over which particles
are produced. In particular, the fragmentation region
grows significantly between 19.6 and 130 GeV, extending
more than two units away from the beam rapidity. A
similar effect was observed in p! !pp collisions, over a
range of

!!!

s
p

from 53 to 900 GeV [16]. In both cases,

particle production appears to approach a fixed limiting
curve which extends far from the original beam rapidity,
indicating that this universal curve is an important fea-
ture of the overall interaction and not simply a nuclear
breakup effect. This result is in sharp contrast to the
boost-invariance scenario [18] which predicts a fixed
fragmentation region and a broad central rapidity plateau
that grows in extent with increasing energy.

Figure 2(b) shows the scaled pseudorapidity distribu-
tions for a set of noncentral collisions, which also exhibit
limiting fragmentation over a broad range of !0. Figure 3
shows the centrality dependence of the dNch=d!0=
hNpart=2i distribution at the two extreme energies: 19.6
and 200 GeV. These data demonstrate that particle pro-
duction in the fragmentation region changes significantly
with centrality. Figure 4 shows the ratio of noncentral to
central data with (90% C.L.) systematic errors included.
The error in the ratio involves a partial cancellation of
the systematic errors in the individual measurements.
For !0 > "1:5, the scaled pseudorapidity density actu-
ally grows in the peripheral data with respect to the more
central data. This effect has already been observed for

TABLE II. Total charged multiplicity in three fiducial ranges
of ! for central (0%–6%) collisions.

!!!!!!!!

sNN
p

Nch#j!j< 4:7$ Nch#j!j< 5:4$ Nch#total$
19.6 GeV 1670% 100 1680% 100 1680% 100
130 GeV 4020% 200 4100% 210 4170% 210
200 GeV 4810% 240 4960% 250 5060% 250

’          η-4 -2 0 2

〉
/2

pa
rt

N〈’/η
/d

ch
dN

0

1

2

3

4 35%-40% central

b)

〉
/2

pa
rt

N〈’/η
/d

ch
dN

0

1

2

3

4 0%-6% central

a)

200  GeV
130  GeV
19.6 GeV

FIG. 2. Au! Au data for
!!!!!!!!

sNN
p & 19:6, 130, and 200 GeV,

plotted as dNch=d!0 per participant pair, where !0 ' !" ybeam
for (a) 0%–6% central and (b) 35%–40% central. Systematic
errors (90% C.L.) are shown for selected, typical, points.

           η-5 0 5

η
/d

ch
dN

0

100

200

300

400  19.6 GeV

η
/d

ch
dN

0

200

400

600
130 GeV

η
/d

ch
dN

0

200

400

600

800
200 GeV 0%- 6%

 6%-15%
15%-25%

25%-35%

35%-45%
45%-55%

FIG. 1. The charged particle pseudorapidity distribution,
dNch=d!, measured for Au! Au at

!!!!!!!!

sNN
p & 200, 130, and

19.6 GeV for the specified centrality bins. Note: the 45%–
55% bin is not reported for the 19.6 GeV data due to uncer-
tainties caused by the very low multiplicity in these events. The
typical systematic errors (90% C.L.) are shown as bands for
selected centrality bins. The statistical errors are negligible.

P H Y S I C A L R E V I E W L E T T E R S week ending
1 AUGUST 2003VOLUME 91, NUMBER 5

052303-3 052303-3

PHOBOS PHOBOS

Limited previous measurements exist at forward rapidity at RHIC

Charged hadrons flow Charged hadrons multiplicity

Phys Rev C 72, 051901(R) (2005) Phys. Rev. Lett. 91, 052303 (2003)

Existing measurements at forward rapidity

No data on higher order flow harmonics                & rapidity density 
correlations/fluctuations                 

10

Long. multiplicity fluctuations

Characterized by correlation function
αs=0.15  |  m=0.4 GeV 

subject to norm. condition  

Decomposition in Legendre polynomials  

3D Glasma

Similar structure to ATLAS measurement  
ATLAS-CONF-2015-020 

Bzdak, Teaney, PRC 87, 024906 (2013) 

dN

dY
/ 1 +

X

n

anTn(Y )

|ha
n
a
m
i|1

/
2

shows dominance of <a1a1> forward/
backward asymmetry

C(Y1, Y2) =

⌧
dN

dY1

dN

dY2

��⌧
dN

dY1

�⌧
dN

dY2

�

Dominant effect from Qs fluctuations  
at initial rapidity scale 
c.f. Bzdak, Dusling PRC C93 (2016) no.3, 031901, PRC 94 (2016) 044918 

(v3, v4, v5)

fSTAR

fSTAR iTPC
fSTAR iTPC



P.Tribedy, RSC meeting for forward upgrade, BNL, 2017

 Different rapidity window  →  physics at different times 

11

Δη

Intermediate
Short-range

Long-range

System produced in heavy ion collisions have lifetime of ~10 fm  
Causality limits signals from different τ to spread at different Δη

Dynamics of early time spread over wide range of rapidity  

Why do we need wider window of rapidity ?

 Different rapidity window        physics at different times 
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Background comes from Jets & non-flow → small Δη 
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High multiplicity events in small collision systems and HICs

Long-range two particle 
correlations are of 

primary interest for small 
collisions system

 
 

43 

detector will make it possible to study the differential transverse flow in forward rapidity, where 
the space-time picture of the QGP is expected to be very different. By correlating that with 
information at mid-rapidity, they also provide detailed information on the pT dependence of the 
longitudinal asymmetry and decorrelation effects. In turn, this information will elucidate the space-
time dynamics of the QGP in the longitudinal direction and hence provide unique/critical input for 
current theoretical effort in tuning the 3+1D hydrodynamic models. 

 
Figure 2-38: (left panel) The pseudorapidity coverage in η1 × η2 of the STAR detector prior to the 
removal of FTPC in 2012.  (Right panel) The projected η1 × η2 acceptance after the iTPC and 
forward upgrade. 

 
Finally, STAR can take advantage of the flexibility of the RHIC machine to measure these 
observables in different collision systems and beam energies. As an example, it would be highly 
desirable to measure the p(v2) and event plane correlations in U+U and Cu+Au collisions where 
the QGP properties are similar to Au+Au collisions but with completely different collision geometry. 
For the measurement of event plane correlations in STAR, experiences from LHC experiments 
[112] show that it is very important to have multiple non-overlapping detectors that provide 
independent measurement of φn as well as cross-checks to control the systematic uncertainties.  
 
 
2.4.3 Event-shape engineering 

 
The granularity and large acceptance of the forward detectors will enable STAR to sort 

events according to their apparent ellipticity or triangularity and then measure the vn signal in the 
mid-rapidity with the TPC (see Figure 2-39). This event shape engineering technique was 
proposed in Ref. [112], and recently successfully applied to ALICE and ATLAS data analysis [113].  
The proposed implementation in STAR would be to first Fourier expand the multiplicity in the EPD, 
and then study the response of the collective flow signals (including radial flow) at mid-rapidity via 
TPC to various EPD selected shapes. The study performed by the ATLAS collaboration shows 
that the v2-vn correlation with in a fixed centrality not only provides a means to directly separate 
the linear and non-linear effect in v4 and v5 but also the intrinsic initial geometry correlation 
between E2 and En. Figure 2-40 shows that the measured v 2− v4 contains a quadratic term that is 
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Rapidity provides ways to vary Bjorken x 
3

FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
⇠
x

at each lattice point and subsequently perform the
color rotations V

z

⇠
z

V

†
z

to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2

? log(N2

?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.

1

The precise value of R
p

can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x

0

, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that

h~x 2

CQ

i = R

2

p

. (10)

We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N

0

Y

= 100 intervals,
such that the initial Wilson lines are given by [32]
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QCD

is the same e↵ective
mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
distribution of the color charges ⇢

Yi
a

(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
transverse plane, di↵erent colors, and di↵erent rapidity
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coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).
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matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.
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The precise value of R
p

can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x

0

, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that
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We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N
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= 100 intervals,
such that the initial Wilson lines are given by [32]
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is the same e↵ective
mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
distribution of the color charges ⇢

Yi
a

(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
transverse plane, di↵erent colors, and di↵erent rapidity
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FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
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x

at each lattice point and subsequently perform the
color rotations V
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⇠
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V

†
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to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2

? log(N2

?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.
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The precise value of R
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grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x
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, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
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successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
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Gaussian distribution inside the proton, such that
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(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
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(x), which – follow-
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FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N
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as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.
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?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4
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tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
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' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
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lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵
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= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.

1

The precise value of R
p

can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x
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where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x
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, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically
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to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
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) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that
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(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
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LHC data provide constrains for BK, 
JIMWLK, RHIC data will provide test 

Constraining gluon density inside nuclei → smooth transition to EIC physics 

With its broad range of collision ener-
gies, its high luminosity and nearly hermetic
detectors, the EIC could image the proton
with unprecedented detail and precision from
small to large transverse distances. The ac-
cessible parton momentum fractions x ex-
tend from a region dominated by sea quarks
and gluons to one where valence quarks be-
come important, allowing a connection to the
precise images expected from the 12 GeV
upgrade at JLab and COMPASS at CERN.
This is illustrated in Fig. 1.4, which shows
the precision expected for the spatial distri-
bution of gluons as measured in the exclu-
sive process: electron + proton ! electron

+ proton + J/ .
The tomographic images obtained from

cross-sections and polarization asymmetries
for exclusive processes are encoded in gen-
eralized parton distributions (GPDs) that
unify the concepts of parton densities and
of elastic form factors. They contain de-
tailed information about spin-orbit correla-
tions and the angular momentum carried by
partons, including their spin and their orbital
motion. The combined kinematic coverage
of the EIC and of the upgraded CEBAF as
well as COMPASS is essential for extracting
quark and gluon angular momentum contri-
butions to the proton’s spin.

1.1.2 The Nucleus, a QCD Laboratory

The nucleus is a QCD “molecule”, with a complex structure corresponding to bound states
of nucleons. Understanding the formation of nuclei in QCD is an ultimate long-term goal of
nuclear physics. With its wide kinematic reach, as shown in Fig. 1.5 (Left), the capability
to probe a variety of nuclei in both inclusive and semi-inclusive DIS measurements, the
EIC will be the first experimental facility capable of exploring the internal 3-dimensional
sea quark and gluon structure of a fast-moving nucleus. Furthermore, the nucleus itself is
an unprecedented QCD laboratory for discovering the collective behavior of gluonic matter
at an unprecedented occupation number of gluons, and for studying the propagation of
fast-moving color charges in a nuclear medium.
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Figure 1.5: Left: The range in the square of the transferred momentum by the electron to the
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FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
⇠
x

at each lattice point and subsequently perform the
color rotations V

z

⇠
z

V

†
z

to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2

? log(N2

?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.

1

The precise value of R
p

can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x

0

, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that

h~x 2
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i = R

2
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. (10)

We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N

0

Y

= 100 intervals,
such that the initial Wilson lines are given by [32]
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is the same e↵ective
mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
distribution of the color charges ⇢

Yi
a

(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
transverse plane, di↵erent colors, and di↵erent rapidity
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FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
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at each lattice point and subsequently perform the
color rotations V
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to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2
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?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.
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ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x
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, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
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(x) inside the constituent quarks, which we
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FIG. 7. (Color online) The pT-dependent factorization ratios r2

and r3 as a function of event multiplicity in pPb and PbPb collisions.
The curves show the calculations for PbPb collisions from viscous
hydrodynamics in Ref. [24] with MC-Glauber and MC-KLN initial-
condition models and η/s = 0.12, and also from hydrodynamic
predictions for PbPb and pPb data in Ref. [25]. The horizontal solid
lines denote the r2 (top) and r3 (bottom) value of unity. The error bars
correspond to statistical uncertainties, while systematic uncertainties
are negligible for the rn results and thus are not shown.

ηa and ηb. However, the main issue with this approach is
that the requirement of |"η| > 2 for removing short-range
two-particle correlations cannot be fulfilled anymore because
the denominator of the factorization ratio takes the Vn"(ηa,ηb)
components, where ηa ≈ ηb. The correlation signal from
collective flow is strongly contaminated by short-range jet-like
correlations. To avoid this problem, an alternative observable is
developed for the study of η-dependent factorization by taking

advantage of the wide η coverage of the CMS tracker and HF
calorimeters.

The η-dependent factorization ratio rn(ηa,ηb) is defined as

rn(ηa,ηb) ≡ Vn"(−ηa,ηb)
Vn"(ηa,ηb)

, (7)

where Vn"(ηa,ηb) is calculated in the same way as Eq. (4)
but for pairs of particles taken from varied ηa and ηb regions
in fixed pa

T and pb
T ranges. Here, particle a is chosen from

charged tracks with 0.3 < pa
T < 3.0 GeV/c and |ηa| < 2.4,

while particle b is selected from the HF calorimeter towers
with the energy exceeding 1 GeV (with a total coverage of
2.9 < |η| < 5.2) without any explicit transverse energy (ET)
threshold for each tower. With this approach, the η values of
both particles from a pair can be varied over a wide range,
while it is possible to ensure a large η gap by combining
detector components covering central and forward η regions.
As illustrated by the schematic in Fig. 8, for 4.4 < ηb < 5.0
from the HF calorimeters, a minimum η gap of two units
between a calorimeter tower and any charged particle from
the silicon tracker is guaranteed. Away-side back-to-back jet
correlations could still be present but they are shown to have
a negligible contribution at low pT because of very high
multiplicities [22], especially in central PbPb collisions. To
account for any occupancy effect of the HF detectors due to
large granularities in η and φ, each tower is weighted by its ET
value when calculating the average in Eq. (4). For consistency,
each track is also weighted by its pT value. The finite azimuthal
resolution of the HF towers (0.349 radians) has negligible
effects on the Vn" calculation, which takes an ET-weighted
average of 36 tower segments over a 2π coverage.

If, for each event, the event-plane angle %n does vary for
particles produced at different η regions, the following relation
for rn(ηa,ηb) can be derived:

rn(ηa,ηb) = ⟨vn(−ηa)vn(ηb) cos{n[%n(−ηa) − %n(ηb)]}⟩
⟨vn(ηa)vn(ηb) cos{n[%n(ηa) − %n(ηb)]}⟩

.

(8)
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FIG. 8. (Color online) A schematic illustration of the acceptance coverage of the CMS tracker and HF calorimeters, and the procedure for
deriving the η-dependent factorization ratio rn(ηa,ηb).
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FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
⇠
x

at each lattice point and subsequently perform the
color rotations V

z

⇠
z

V

†
z

to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2

? log(N2

?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.

1

The precise value of R
p

can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x

0

, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that

h~x 2

CQ

i = R

2

p

. (10)

We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N

0

Y

= 100 intervals,
such that the initial Wilson lines are given by [32]

V

0

(x) =

N

0
Y

Y

i=1

exp

✓

�ig

⇢

Yi
a

(x)ta

r2

? +m

2

◆

(11)

where r2

? = @

i

@

i and m ⇠ ⇤
QCD

is the same e↵ective
mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
distribution of the color charges ⇢

Yi
a

(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
transverse plane, di↵erent colors, and di↵erent rapidity
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FIG. 1. Transverse profile of a single proton configuration at four di↵erent intervals dY of the evolution. The di↵erent
panels show a contour plot of the real part of the trace of the Wilson line <(tr[1 � V (x, y)])/N

c

as a function of the transverse
coordinates x and y. The small (large) blue circles show the position and size of the three constituent quarks (the proton).

emphasize that even though we will be interested in the
evolution of a finite size proton where translation invari-
ance is explicitly broken, the use of periodic boundary
conditions does not pose any additional problems. We
find that, as long as the kernel decays su�ciently fast at
large distance scales and the physical extent of the proton
is small compared to the lattice size, (unphysical) contri-
butions from across the lattice boundary are suppressed
by several orders of magnitude.

We solve the lattice version of Eq. (8) numerically by
performing a series of updates in dY according to the fol-
lowing procedure: We first generate the stochastic fields
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x

at each lattice point and subsequently perform the
color rotations V

z

⇠
z

V

†
z

to obtain the argument of the left
hand side exponential. We then perform the two con-
volutions with the kernel, which for a lattice with pe-
riodic boundary conditions can be performed in Fourier
space at cost of order N2

? log(N2

?), which is significantly
more e�cient than the direct implementation in coordi-
nate space, which scales as N4

?. Finally, we perform the
matrix exponential by use of analytic matrix diagonaliza-
tion formulae [28] and compute the Wilson lines at the
next rapidity step. This procedure is then repeated to
obtain the evolution over a finite rapidity interval.

Within this framework observables can be computed in
a straightforward way as functionals of the Wilson lines
at any given Y [12, 14–16]. When converting the results
to physical units, the scale of the lattice computation is
set by the proton radius R

p

' 1 fm.1 If not stated other-
wise, the results presented in this paper are obtained for
N? = 2048 lattices with physical size N?a? = 8.53 fm,
lattice spacing a? = 4.167 ⇥ 10�3 fm, and rapidity step
size dY = 3.33 ⇥ 10�3. We will consider a fixed cou-
pling constant ↵

s

= 0.3 for simplicity and comment on
expected modifications due to running coupling e↵ects.
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The precise value of R
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can be fixed by fitting experimental data

on DIS cross sections within our model. We expect R
p

to be close

to the gluonic radius (see e.g. [29]).

IV. EVOLUTION OF A SINGLE PROTON

When studying the energy evolution of a single pro-
ton, we start at some moderately small value of x = x

0

,
where the evolution becomes dominated by the gluon de-
grees of freedom. We thus need a parametrization of the
initial Wilson line configurations of a proton at x

0

, which
in principle could be constrained by DIS data. Within
this exploratory study, we refrain from performing actual
fits to experimental data and instead consider di↵erent
parameters within a simple model of the proton.
Our approach is motivated by the phenomenologically

successful constituent quark model [30, 31] and amounts
to sampling a distribution of moderately small x gluons
around the large x constituent quarks. In practice we first
sample the positions ~x

CQ

= (x
CQ

, z

CQ

) of the three large
x constituent quarks according to a three dimensional
Gaussian distribution inside the proton, such that

h~x 2

CQ

i = R

2
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. (10)

We then initialize the Wilson lines according to a
color neutral distribution of randomly distributed color
charges ⇢

a

(x) inside the constituent quarks, which we
think of as corresponding to the gluons radiated o↵ the
constituent quarks between x ⇠ 1 and the initial value of
x = x

0

.
We divide this large x region into N
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Y

= 100 intervals,
such that the initial Wilson lines are given by [32]
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mass scale as in Eq. (9), which regulates the infrared be-
havior of the Coulomb tails. We consider a Gaussian
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(x), which – follow-
ing standard McLerran-Venugopalan type models [3] –
we take as uncorrelated between points (x and y) in the
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window of relative pseudo-rapidity. The proposed forward upgrade of STAR will explore the 
origin of such decorrelations in details.  

    Another promising observable which measures the decorrelation of azimuthal anisotropies 
along pseudo-rapidity is the observable rn (ηa, ηb) = Vn∆ (-ηa,ηb)/Vn∆ (ηa,ηb), where Vn∆ (ηa,ηb) is the 
Fourier coefficient calculated with paris of particles taken from different pseudo-rapidity regions, 
as introduced in Ref [94]. Fig. 6 shows the experimental measurement of this observable for two 
harmonics r2 (ηa, ηb) and r3 (ηa, ηb) by the CMS collaboration [94] and preliminary results from 
STAR with the existing data from the Forward Time Projection Chamber (previously operational 
and currently dismantled detector system). The results are compared to estimates from a 3+1 D 
hydrodynamic simulation, which predicts much stronger variation of rn (ηa, ηb) with η at RHIC 
than at LHC. The current precision of the STAR measurement cannot constrain the model due to 
large uncertainties. A similar stronger longitudinal decorrelation effect was also demonstrated 
using the AMPT calculations (see Fig. 7) performed in Ref [101], where the variation of the 
observable Cn(Δη) cos (n(φ(ηa)-φ(ηb))) with Δη = |ηa-ηb| was studied.  Precise high statistics 

measurements of the rn (ηa, ηb) and the Cn(Δη) observables will be possible with the forward 

upgrade that will provide important insights about the longitudinal dynamics of HICs and help 
constrain 3D fluid dynamical modeling of HICs. 

Fig . 6 : The decorrelation of the second v2 (left panel) and third v3 (right panel) harmonic anisotropies 
between ηa and η-a with reference detector chosen at certain ηb ranges measured by CMS (circles), and 
STAR data (red star and circles), compared to hydrodynamic model calculations for LHC (thin lines) 
and RHIC (thick lines) energies. The correlator rn is calculated from the two-particle flow coefficients              

Vn∆  as: rn (ηa, ηb). The model describes the CMS data and predicts a much stronger effect at RHIC 

even in the smaller ηa range. The large uncertainty of the STAR measurement is due to limitations in 
the available statistics and detector performance. Proposed forward upgrade of STAR is essential for 
precise measurement of rn. 

�

 

Fig . 4 : The de-correlation of the second v2 (left panel) and third v3 (right panel) harmonic anisotropies 
between ηa and η-a with reference detector chosen at certain ηb range measured by CMS data (circles), 
STAR data (star), and hydrodynamic model calculations for LHC (thin lines) and RHIC (thick lines) 
energies. The correlator rn is calculated from the two-particle flow coefficients Vn∆  as: rn (ηa, ηb). The 
model describes the CMS data and predicts a much stronger effect at RHIC even in the smaller ηa range. 
The large uncertainty of the STAR measurement is due to limitations in the available statistics and 
detector performance. Proposed forward upgrade of STAR is essential toward precise measurement of rn. 

the origin of such de-correlations in details. At lower energies such de-correlation are found to be 
stronger than at higher energies. 

   Another promising observable which measures the de-correlation of azimuthal anisotropies 
along pseudo-rapidity is the observable rn (ηa, ηb) = Vn∆ (-ηa,ηb)/Vn∆ (ηa,ηb), where Vn∆ (ηa,ηb) is the 
Fourier coefficient calculated with paris of particles taken from varied pseudo-rapidity ηa and ηb 

regions, as introduced in Ref [8]. Fig.4 shows the experimental measurement of this observable 
for two harmonics r2 (ηa, ηb) and r3 (ηa, ηb) by the CMS collaboration [8] and preliminary results 
from STAR with the existing data from the Forward Time Projection Chamber (previously  

Fig. 5 : AMPT predictions of v2 and v3 de-correlation estimated in terms of the observable Cn (Δη) 
along the pseudo rapidity at RHIC with given parton cross-sections, performed in Ref [15]. Cn 
(Δη) directly probes the longitudinal structure of the HICs. STAR forward upgrade will enable 
precise measurement of such observables and help constrain 3D modeling of HICs.  
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Figure 2-33: The comparison of the decorrelation of v2 (left panel) and v3 (right panel) between ηa 
and η-a with reference detector chosen at certain ηb range between CMS data (circles), STAR data 
(star), and hydrodynamic model calculations for LHC (thin lines) and RHIC (thick lines) energies. 
The correlator rn is calculated from the two-particle flow coefficients VnΔ as: rn (ηa, ηb)=VnΔ(-ηa, ηb) 
/ VnΔ(ηa, ηb). The model describes the CMS data and predicts a much stronger effect at RHIC even 
in the smaller ηa range. The large uncertainty of the STAR measurement is due to limitations in the 
available statistics and detector performance. 
 

 
 

Fig-33a : Two-particle pseudorapidity correlations a_{n,m} expanded in the basis of Legendre 
polynomials[150] for different combinations of orders n & m. Model calculations [148,149] are done with 3 
+ 1 dimensional viscous hydrodynamic simulation for RHIC(left panel) and LHC(right panel). The model 
calculations shown in the right panel are compared to the LHC data.  

A new observable has been recently introduced by the ATLAS collaboration [150] to characterize 
the structure of the longitudinal fluctuation which is referred a_{n,m}.  It is defined in terms of the 
decomposition of the two-particle pseudo rapidity correlations in the basis of Legendre 
polynomials.  Measurement of a_{n,m} done at LHC has been compared to a recent 3 + 1 
dimensional viscous hydrodynamic simulation in Ref [148,149]. The study has shown that the 
coefficients a_{n,m} are not sensitive to the transport properties of the QGP. It is however sensitive 
to the initial state longitudinal fluctuations and the hadronic re-scattering and decays at the final 
stages of the collisions. With the future upgrade, measurements of this observable at RHIC over 
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Fig . 4 : A comparison of the de-correlation of v2 (left panel) and v3 (right panel) between ηa and η-a with reference 
detector chosen at certain ηb range between CMS data (circles), STAR data (star), and hydrodynamic model 
calculations for LHC (thin lines) and RHIC (thick lines) energies. The correlator rn is calculated from the two-
particle flow coefficients Vn∆ as: rn (ηa, ηb). The model describes the CMS data and predicts a much stronger effect at 
RHIC even in the smaller ηa range. The large uncertainty of the STAR measurement is due to limitations in the 
available statistics and detector performance. 

Another promising observable which measures the de-correlation of azimuthal anisotropies along 
pseudo-rapidity is the observable rn (ηa, ηb) = Vn∆ (-ηa,ηb)/Vn∆ (ηa,ηb), where Vn∆ (ηa,ηb) is the 
Fourier coefficient calculated with paris of particles taken from varied pseudo-rapidity ηa and ηb 

regions introduced in Ref [8]. Fig.3 shows the experimental measurement of this observable for 
two harmonics r2 (ηa, ηb) and r3 (ηa, ηb) by the CMS collaboration and with the existing data from 
STAR using Forward Time Projection Chamber. Results are compare to 3+1 D hydrodynamic 
simulations. Although hydrodynamic predictions indicate much stronger correlations, precision 
of the STAR measurement can not contain the model due to large uncertainty. More precise 
measurement of the rn (ηa, ηb) observable will be possible with the forward upgrade.  

Longitudinal correlations using AMPT  
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Figure 2-33: The comparison of the decorrelation of v2 (left panel) and v3 (right panel) between ηa 
and η-a with reference detector chosen at certain ηb range between CMS data (circles), STAR data 
(star), and hydrodynamic model calculations for LHC (thin lines) and RHIC (thick lines) energies. 
The correlator rn is calculated from the two-particle flow coefficients VnΔ as: rn (ηa, ηb)=VnΔ(-ηa, ηb) 
/ VnΔ(ηa, ηb). The model describes the CMS data and predicts a much stronger effect at RHIC even 
in the smaller ηa range. The large uncertainty of the STAR measurement is due to limitations in the 
available statistics and detector performance. 
 

 
 

Fig-33a : Two-particle pseudorapidity correlations a_{n,m} expanded in the basis of Legendre 
polynomials[150] for different combinations of orders n & m. Model calculations [148,149] are done with 3 
+ 1 dimensional viscous hydrodynamic simulation for RHIC(left panel) and LHC(right panel). The model 
calculations shown in the right panel are compared to the LHC data.  

A new observable has been recently introduced by the ATLAS collaboration [150] to characterize 
the structure of the longitudinal fluctuation which is referred a_{n,m}.  It is defined in terms of the 
decomposition of the two-particle pseudo rapidity correlations in the basis of Legendre 
polynomials.  Measurement of a_{n,m} done at LHC has been compared to a recent 3 + 1 
dimensional viscous hydrodynamic simulation in Ref [148,149]. The study has shown that the 
coefficients a_{n,m} are not sensitive to the transport properties of the QGP. It is however sensitive 
to the initial state longitudinal fluctuations and the hadronic re-scattering and decays at the final 
stages of the collisions. With the future upgrade, measurements of this observable at RHIC over 

a
η

0 1 2

) b
η, a

η( 2r

0.92

0.94

0.96

0.98

1

 < 5.0
b

ηCMS   4.4 < 

 < 5.0
b

ηhydro-LHC  4.4 < 

 < 4.0
b

ηSTAR  3.0 < 

 < 4.0
b

ηhydro-RHIC 3.0 < 

a
η

0 1 2

) b
η, a

η( 3r

0.8

0.85

0.9

0.95

1

 0.01

 0.1

(1,1)(2,2)(3,3)(4,4)(5,5)(6,6)(1,3)(2,4)(3,5)(4,6)(5,7)

Au+Au 200 GeV, 20-25%

(|
a

(n
,m

)|
)1

/2

 initial entropy density - nucleons
 initial entropy density - constituent quarks

 0.001

 0.01

 0.1

(1,1)(2,2)(3,3)(4,4)(5,5)(6,6)(1,3)(2,4)(3,5)(4,6)(5,7)

Pb+Pb 2760 GeV
pT>0.5 GeV

20-25%

(|
a

(n
,m

)|
)1

/2

 ATLAS prelim. 
 UrQMD η/s=0.12, (ζ/s)(T) 
 UrQMD η/s=0, ζ/s=0 
 η/s=0.12, (ζ/s)(T)
 η/s=0, ζ/s=0

STAR preliminarySTAR preliminary

Observables :

V. KHACHATRYAN et al. PHYSICAL REVIEW C 92, 034911 (2015)

tracks
|<2.4η|N

210 310

)
Tb

,p
Ta

(p 2r

0.7

0.8

0.9

1

 = 5.02 TeVspPb

/s = 0.08η = 0.4fm, σKozlov et al., 

 = 2.76 TeVsPbPb

/s = 0.12ηVISH2+1, MC-Glauber, 
/s = 0.12ηVISH2+1, MC-KLN, 

/s = 0.08η = 0.4fm, σKozlov et al., 

PbPb centrality(%)CMS

 2.0 GeV/c≈
T
b - p

T
ap

 < 3.0 GeV/c
T
a2.5 < p

0.12.57.515.025.035.045.055.0

tracks
|<2.4η|N

210 310

)
Tb

,p
Ta

(p 3r

0.9

1

1.1

1.2

1.3

FIG. 7. (Color online) The pT-dependent factorization ratios r2

and r3 as a function of event multiplicity in pPb and PbPb collisions.
The curves show the calculations for PbPb collisions from viscous
hydrodynamics in Ref. [24] with MC-Glauber and MC-KLN initial-
condition models and η/s = 0.12, and also from hydrodynamic
predictions for PbPb and pPb data in Ref. [25]. The horizontal solid
lines denote the r2 (top) and r3 (bottom) value of unity. The error bars
correspond to statistical uncertainties, while systematic uncertainties
are negligible for the rn results and thus are not shown.

ηa and ηb. However, the main issue with this approach is
that the requirement of |"η| > 2 for removing short-range
two-particle correlations cannot be fulfilled anymore because
the denominator of the factorization ratio takes the Vn"(ηa,ηb)
components, where ηa ≈ ηb. The correlation signal from
collective flow is strongly contaminated by short-range jet-like
correlations. To avoid this problem, an alternative observable is
developed for the study of η-dependent factorization by taking

advantage of the wide η coverage of the CMS tracker and HF
calorimeters.

The η-dependent factorization ratio rn(ηa,ηb) is defined as

rn(ηa,ηb) ≡ Vn"(−ηa,ηb)
Vn"(ηa,ηb)

, (7)

where Vn"(ηa,ηb) is calculated in the same way as Eq. (4)
but for pairs of particles taken from varied ηa and ηb regions
in fixed pa

T and pb
T ranges. Here, particle a is chosen from

charged tracks with 0.3 < pa
T < 3.0 GeV/c and |ηa| < 2.4,

while particle b is selected from the HF calorimeter towers
with the energy exceeding 1 GeV (with a total coverage of
2.9 < |η| < 5.2) without any explicit transverse energy (ET)
threshold for each tower. With this approach, the η values of
both particles from a pair can be varied over a wide range,
while it is possible to ensure a large η gap by combining
detector components covering central and forward η regions.
As illustrated by the schematic in Fig. 8, for 4.4 < ηb < 5.0
from the HF calorimeters, a minimum η gap of two units
between a calorimeter tower and any charged particle from
the silicon tracker is guaranteed. Away-side back-to-back jet
correlations could still be present but they are shown to have
a negligible contribution at low pT because of very high
multiplicities [22], especially in central PbPb collisions. To
account for any occupancy effect of the HF detectors due to
large granularities in η and φ, each tower is weighted by its ET
value when calculating the average in Eq. (4). For consistency,
each track is also weighted by its pT value. The finite azimuthal
resolution of the HF towers (0.349 radians) has negligible
effects on the Vn" calculation, which takes an ET-weighted
average of 36 tower segments over a 2π coverage.

If, for each event, the event-plane angle %n does vary for
particles produced at different η regions, the following relation
for rn(ηa,ηb) can be derived:

rn(ηa,ηb) = ⟨vn(−ηa)vn(ηb) cos{n[%n(−ηa) − %n(ηb)]}⟩
⟨vn(ηa)vn(ηb) cos{n[%n(ηa) − %n(ηb)]}⟩

.

(8)

TrackerHF- HF+

η

a a b

5.2-5.2 3.0-3.0 2.4-2.4 0

)bη,aη(∆nV

)bη,aη(-∆nV

)bη,aη(∆nV
)bη,aη(-∆nV

≡)bη,aη(nr

FIG. 8. (Color online) A schematic illustration of the acceptance coverage of the CMS tracker and HF calorimeters, and the procedure for
deriving the η-dependent factorization ratio rn(ηa,ηb).
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Stronger breaking of boost-invariance → 
due to longitudinal fluctuations at RHIC

Initial states in 3D!
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• Consequence: 

Why study at RHIC is important ?

RHIC → lower energies & Ybeam nucleon scale fluctuations dominate 

Initial state at low energy is poorly understood, RHIC is ideal
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Several recent models have been proposed with different underlying 
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The torque e↵ect and fluctuations of entropy deposition in rapidity

in ultra-relativistic nuclear collisions

Piotr Bożeka, Wojciech Broniowskib,c

aAGH University of Science and Technology, Faculty of Physics and Applied Computer Science, 30-059 Kraków, Poland
bThe H. Niewodniczański Institute of Nuclear Physics, Polish Academy of Sciences, 31-342 Kraków, Poland
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Abstract

The decorrelation of the orientation of the event-plane angles in the initial state of relativistic Pb-Pb and p-Pb collisions,
the “torque e↵ect”, is studied in a model of entropy deposition in the longitudinal direction involving fluctuations of
the longitudinal source profile on large scales. The radiation from a single wounded nucleon is asymmetric in space-
time rapidity. It is assumed that the extent in rapidity of the region of deposited entropy is random. Fluctuations in
the deposition of entropy from each source increase the event-plane decorrelation: for Pb-Pb collisions they improve
the description of the data, while for p-Pb collisions the mechanism is absolutely essential to generate any sizable
decorrelation. We also show that the experimental data for rank-four flow may be explained via folding of the elliptic
flow. The results suggest the existence of long range fluctuations in the space-time distribution of entropy in the initial
stages of relativistic nuclear collisions.

Keywords: ultrarelativistic Pb-Pb and p-Pb collisions, event-by-event fluctuations, harmonic flow, event plane
correlations

1. Introduction

During the collective expansion of the fireball formed
in relativistic heavy-ion collisions azimuthal deformations
of the density are transformed into azimuthal asymme-
try of particle emission spectra [1, 2]. In the presence of
collective flow, the particle spectra contain the harmonic
components

dN

p?dp?d⌘ d�
/ . . .+ v

2

(p?, ⌘) cos[2(��  
2

)] (1)

+ v
3

(p?, ⌘) cos[3(��  
3

)] + . . . .

In each collision, the event-plane of the second or third
order harmonic flow is oriented predominantly along the
direction of elliptic or triangular deformations of the fire-
ball. It has been suggested that the angles  n of the event-
plane orientation might vary as a function of pseudorapid-
ity [3] or transverse momentum [4]. The e↵ect leads to the
factorization breaking for the two-particle cumulant flow
coe�cients,

Vn�(t1, t2) <
p
Vn�(t1, t1)Vn�(t2, t2) , (2)

where ti is the transverse momentum or pseudorapidity,

Vn�(t1, t2) = hhcos[n(�
1

� �
2

)]ii, (3)

Email addresses: Piotr.Bozek@fis.agh.edu.pl (Piotr Bożek),
Wojciech.Broniowski@ifj.edu.pl (Wojciech Broniowski)

Figure 1: Schematic view of the entropy distribution in an early
stage of an ultrarelativistic nuclear collision. The matter deposited
from each wounded nucleon occupies an interval in space-time ra-
pidity with a randomly distributed end. As a result, the event-plane
angles in the forward and backward bins are decorrelated.

and the average is taken over events and over all particle
pairs with particles i in a bin around ti.

The factorization breaking in transverse momentum has
been studied quantitatively in dynamical models [4–6] in
p-Pb and Pb-Pb collisions. The hydrodynamic response
from fluctuating initial conditions can describe the experi-
mentally observed event-plane fluctuations and the factor-
ization breaking in p? [7, 8].

The decorrelation of the event-plane angles at di↵er-
ent pseudorapidities is seen in a number of calculations,
both in hydrodynamic, cascade, or hybrid models [3, 9–
14]. Nevertheless, a simultaneous description of the Pb-Pb
and p-Pb data [8] poses a real challenge. In this paper we
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FIG. 12: (Color online) Distribution of strings created be-
tween the partons of two colliding Pb nucleus as a function of
space-time rapidity (⌘s) at

p
sNN = 2.76 TeV for 0�1% (top

panel) and 40-50% (bottom panel) collision centrality. The
figure is taken from Ref. [207].

ultra central collisions [205]. They also result in p

T

de-
pendent event planes, which break down the flow factor-
ization v

n,n

(p
T1

, p

T2

) = v

n

(p
T1

)v
n

(p
T2

) [206]. Like the
lumpy initial energy density in the transverse plane, it
is also expected (the reason for which will be discussed
shortly) that the energy density is lumpy in the longitu-
dinal (space rapidity) direction.

Recent measurement of decorrelation of anisotropic
flow along longitudinal direction by CMS collaboration
has corroborated the above expectation. Studies of fluc-
tuations along the longitudinal direction and their e↵ects
on anisotropic flows of final charged hadrons have only
recently been started. At present the current understand-
ing of longitudinal correlation (or decorrelation) of flow
harmonics is as follows

• The fluctuations of energy density along the lon-
gitudinal direction due to the fragmentation and
di↵erent lengths of the coloured string produced in
the scattering of nucleons [207–209].

• A gradual twist of the fireball (or more specifically
the event plane) along the longitudinal direction
Ref. [210, 211].

Let us discuss each of them separately. Regarding the
contribution of colour string we shall particularly dis-
cuss here a recent study Ref. [207] where AMPT trans-
port model is used to evaluate the initial conditions for
(3+1)D hydrodynamic model.

FIG. 13: (Color online) Top panel: The factorization ratio
r2 as a function of space-time rapidity ⌘

a for two di↵erent
reference rapidity bin 3.0 < ⌘

b
< 4.0 and 4.4 < ⌘

b
< 5.0

in Pb-Pb collisions at
p
sNN = 2.76 TeV (open and solid

diamonds), and for 2.5 < ⌘

b
< 3.0 and 3.0 < ⌘

b
< 4.0 in

Au-Au collisions at
p
sNN = 200 GeV (open and solid circles)

from event-by-event (3+1)D ideal hydrodynamics simulations
compared with experimental data from CMS collaboration
Ref. [212] for Pb-Pb collisions at

p
sNN = 2.76 TeV (empty

and solid squares). The figures are from Ref. [207].

AMPT uses HIJING to generate initial partons from
hard and semi-hard scatterings and excited strings from
soft interactions. The number of mini-jet partons per
binary nucleon-nucleon collision in hard and semi-hard
scatterings follow a Poisson distribution with the mean
value given by the jet cross-section. The number of ex-
cited strings is equal to the number of participant nu-
cleons in each event. Besides random fluctuations from
mini-jet partons, the parton density fluctuates along lon-
gitudinal direction according to the length of strings.
There are basically three types of strings:

1. Strings associated with each wounded nucleon (be-
tween a valence quark and a diquark),

Schenke, Monnai  
1509.04103

Schenke, Schlichting 
1605.07158

η

5

x η x η x
η

(a) (b) (c)

FIG. 3. View of the three dimensional distribution of T ⌧⌧ in a single event from di↵erent angles, covering the entire transverse
plane and 4.8 units in rapidity.

two-particle multiplicity [67] and eccentricity correlations
in rapidity.

A. Rapidity dependence of the multiplicity

We first present results for the rapidity dependence of
the transverse momentum integrated gluon multiplicity.
Fig. 4 shows the event averaged gluon multiplicity rela-
tive to its value at Y = 0 for ↵

s

= 0.15, ↵
s

= 0.225,
and ↵

s

= 0.3 and m = 0.4 GeV. The dependence on the
coupling ↵

s

is clearly visible. In particular, we find ap-
proximate scaling with ↵

s

Y , as demonstrated explicitly
in the lower panel of the figure. The statistical errors
are smaller than the width of the line. To demonstrate
the event-by-event fluctuations, we also show results from
three single events using thin lines. To get a sense of the
magnitude of the rapidity dependence we compare to a
Gaussian fit (width � = 3.86) of experimental data for
dN

ch

/dY from ALICE, also scaled by the value at Y = 0
[68]. Hydrodynamic evolution will broaden the initial
distribution in space-time rapidity to produce somewhat
broader dN

ch

/dY spectra (see e.g. [9]). We thus con-
clude that when characterizing the evolution speed by a
constant ↵

s

, it needs to be 0.15 or greater to generate
results compatible with the experimental data. In order
to compare to evolution speeds quoted in the description
of structure functions we compute

� =
d ln Q2

s

dY
. (17)

Q
s

is defined as the inverse of r at which the dipole am-
plitude N = tr h1 � V †(b + r/2)V (b � r/2)i/N

c

, where
the average is over b, reaches the value 0.15. 2 We fur-
ther neglect the detailed Y dependence of � and quote
a range of � values over the considered Y range. We

2

We constrain ourselves to small values of the dipole amplitude

because at large r non-perturbative e↵ects that are not included

in our prescription a↵ect its value. [57]

find � ⇡ 0.28 � 0.3 for ↵
s

= 0.15 and � ⇡ 0.6 � 0.8 for
↵

s

= 0.3. Values of � = 0.2 � 0.3 are consistent with
experimental data on structure functions [69–71].

FIG. 4. a) Gluon multiplicity relative to its value at Y = 0
for ↵s = 0.15, ↵s = 0.225, and ↵s = 0.3 using m = 0.4GeV.
The various dashed lines show results from three single events
for each value of the coupling constant. The green dash-dot-
dotted line is a Gaussian fit to the charged hadron dN

ch

/dY

data from ALICE [68]. b) The same results plotted vs. ↵sY .
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Abstract

The decorrelation of the orientation of the event-plane angles in the initial state of relativistic Pb-Pb and p-Pb collisions,
the “torque e↵ect”, is studied in a model of entropy deposition in the longitudinal direction involving fluctuations of
the longitudinal source profile on large scales. The radiation from a single wounded nucleon is asymmetric in space-
time rapidity. It is assumed that the extent in rapidity of the region of deposited entropy is random. Fluctuations in
the deposition of entropy from each source increase the event-plane decorrelation: for Pb-Pb collisions they improve
the description of the data, while for p-Pb collisions the mechanism is absolutely essential to generate any sizable
decorrelation. We also show that the experimental data for rank-four flow may be explained via folding of the elliptic
flow. The results suggest the existence of long range fluctuations in the space-time distribution of entropy in the initial
stages of relativistic nuclear collisions.

Keywords: ultrarelativistic Pb-Pb and p-Pb collisions, event-by-event fluctuations, harmonic flow, event plane
correlations

1. Introduction

During the collective expansion of the fireball formed
in relativistic heavy-ion collisions azimuthal deformations
of the density are transformed into azimuthal asymme-
try of particle emission spectra [1, 2]. In the presence of
collective flow, the particle spectra contain the harmonic
components

dN

p?dp?d⌘ d�
/ . . .+ v

2

(p?, ⌘) cos[2(��  
2

)] (1)

+ v
3

(p?, ⌘) cos[3(��  
3

)] + . . . .

In each collision, the event-plane of the second or third
order harmonic flow is oriented predominantly along the
direction of elliptic or triangular deformations of the fire-
ball. It has been suggested that the angles  n of the event-
plane orientation might vary as a function of pseudorapid-
ity [3] or transverse momentum [4]. The e↵ect leads to the
factorization breaking for the two-particle cumulant flow
coe�cients,

Vn�(t1, t2) <
p
Vn�(t1, t1)Vn�(t2, t2) , (2)

where ti is the transverse momentum or pseudorapidity,

Vn�(t1, t2) = hhcos[n(�
1

� �
2

)]ii, (3)
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Wojciech.Broniowski@ifj.edu.pl (Wojciech Broniowski)

Figure 1: Schematic view of the entropy distribution in an early
stage of an ultrarelativistic nuclear collision. The matter deposited
from each wounded nucleon occupies an interval in space-time ra-
pidity with a randomly distributed end. As a result, the event-plane
angles in the forward and backward bins are decorrelated.

and the average is taken over events and over all particle
pairs with particles i in a bin around ti.

The factorization breaking in transverse momentum has
been studied quantitatively in dynamical models [4–6] in
p-Pb and Pb-Pb collisions. The hydrodynamic response
from fluctuating initial conditions can describe the experi-
mentally observed event-plane fluctuations and the factor-
ization breaking in p? [7, 8].

The decorrelation of the event-plane angles at di↵er-
ent pseudorapidities is seen in a number of calculations,
both in hydrodynamic, cascade, or hybrid models [3, 9–
14]. Nevertheless, a simultaneous description of the Pb-Pb
and p-Pb data [8] poses a real challenge. In this paper we

Preprint submitted to Elsevier 8 June 2015

ar
X

iv
:1

50
6.

02
81

7v
1 

 [n
uc

l-t
h]

  9
 Ju

n 
20

15

26

FIG. 12: (Color online) Distribution of strings created be-
tween the partons of two colliding Pb nucleus as a function of
space-time rapidity (⌘s) at

p
sNN = 2.76 TeV for 0�1% (top

panel) and 40-50% (bottom panel) collision centrality. The
figure is taken from Ref. [207].

ultra central collisions [205]. They also result in p

T

de-
pendent event planes, which break down the flow factor-
ization v

n,n

(p
T1

, p

T2

) = v

n

(p
T1

)v
n

(p
T2

) [206]. Like the
lumpy initial energy density in the transverse plane, it
is also expected (the reason for which will be discussed
shortly) that the energy density is lumpy in the longitu-
dinal (space rapidity) direction.

Recent measurement of decorrelation of anisotropic
flow along longitudinal direction by CMS collaboration
has corroborated the above expectation. Studies of fluc-
tuations along the longitudinal direction and their e↵ects
on anisotropic flows of final charged hadrons have only
recently been started. At present the current understand-
ing of longitudinal correlation (or decorrelation) of flow
harmonics is as follows

• The fluctuations of energy density along the lon-
gitudinal direction due to the fragmentation and
di↵erent lengths of the coloured string produced in
the scattering of nucleons [207–209].

• A gradual twist of the fireball (or more specifically
the event plane) along the longitudinal direction
Ref. [210, 211].

Let us discuss each of them separately. Regarding the
contribution of colour string we shall particularly dis-
cuss here a recent study Ref. [207] where AMPT trans-
port model is used to evaluate the initial conditions for
(3+1)D hydrodynamic model.

FIG. 13: (Color online) Top panel: The factorization ratio
r2 as a function of space-time rapidity ⌘

a for two di↵erent
reference rapidity bin 3.0 < ⌘

b
< 4.0 and 4.4 < ⌘

b
< 5.0

in Pb-Pb collisions at
p
sNN = 2.76 TeV (open and solid

diamonds), and for 2.5 < ⌘

b
< 3.0 and 3.0 < ⌘

b
< 4.0 in

Au-Au collisions at
p
sNN = 200 GeV (open and solid circles)

from event-by-event (3+1)D ideal hydrodynamics simulations
compared with experimental data from CMS collaboration
Ref. [212] for Pb-Pb collisions at

p
sNN = 2.76 TeV (empty

and solid squares). The figures are from Ref. [207].

AMPT uses HIJING to generate initial partons from
hard and semi-hard scatterings and excited strings from
soft interactions. The number of mini-jet partons per
binary nucleon-nucleon collision in hard and semi-hard
scatterings follow a Poisson distribution with the mean
value given by the jet cross-section. The number of ex-
cited strings is equal to the number of participant nu-
cleons in each event. Besides random fluctuations from
mini-jet partons, the parton density fluctuates along lon-
gitudinal direction according to the length of strings.
There are basically three types of strings:

1. Strings associated with each wounded nucleon (be-
tween a valence quark and a diquark),

η
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η
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FIG. 3. View of the three dimensional distribution of T ⌧⌧ in a single event from di↵erent angles, covering the entire transverse
plane and 4.8 units in rapidity.

two-particle multiplicity [67] and eccentricity correlations
in rapidity.

A. Rapidity dependence of the multiplicity

We first present results for the rapidity dependence of
the transverse momentum integrated gluon multiplicity.
Fig. 4 shows the event averaged gluon multiplicity rela-
tive to its value at Y = 0 for ↵

s

= 0.15, ↵
s

= 0.225,
and ↵

s

= 0.3 and m = 0.4 GeV. The dependence on the
coupling ↵

s

is clearly visible. In particular, we find ap-
proximate scaling with ↵

s

Y , as demonstrated explicitly
in the lower panel of the figure. The statistical errors
are smaller than the width of the line. To demonstrate
the event-by-event fluctuations, we also show results from
three single events using thin lines. To get a sense of the
magnitude of the rapidity dependence we compare to a
Gaussian fit (width � = 3.86) of experimental data for
dN

ch

/dY from ALICE, also scaled by the value at Y = 0
[68]. Hydrodynamic evolution will broaden the initial
distribution in space-time rapidity to produce somewhat
broader dN

ch

/dY spectra (see e.g. [9]). We thus con-
clude that when characterizing the evolution speed by a
constant ↵

s

, it needs to be 0.15 or greater to generate
results compatible with the experimental data. In order
to compare to evolution speeds quoted in the description
of structure functions we compute

� =
d ln Q2

s

dY
. (17)

Q
s

is defined as the inverse of r at which the dipole am-
plitude N = tr h1 � V †(b + r/2)V (b � r/2)i/N

c

, where
the average is over b, reaches the value 0.15. 2 We fur-
ther neglect the detailed Y dependence of � and quote
a range of � values over the considered Y range. We

2

We constrain ourselves to small values of the dipole amplitude

because at large r non-perturbative e↵ects that are not included

in our prescription a↵ect its value. [57]

find � ⇡ 0.28 � 0.3 for ↵
s

= 0.15 and � ⇡ 0.6 � 0.8 for
↵

s

= 0.3. Values of � = 0.2 � 0.3 are consistent with
experimental data on structure functions [69–71].

FIG. 4. a) Gluon multiplicity relative to its value at Y = 0
for ↵s = 0.15, ↵s = 0.225, and ↵s = 0.3 using m = 0.4GeV.
The various dashed lines show results from three single events
for each value of the coupling constant. The green dash-dot-
dotted line is a Gaussian fit to the charged hadron dN

ch

/dY

data from ALICE [68]. b) The same results plotted vs. ↵sY .
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IP-Sat : Color charge distribution inside Nuclei

IP-Sat (Impact Parameter dependent saturation) parametrization HERA
DIS ! proton-dipole scattering matrix S
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Very first attempt from STAR
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fig : 1605.07158

Measurement using 300 M event with TPC → could go up to 1.8
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ηx

ΨA ΨB

fig : 1605.07158

Measurement using 300 M event with TPC → could go up to 1.8

Measurement from STAR with existing detectors :  
Hint of longitudinal de-correlations

Wider Δη can probe this in more details
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Constraining temperature dependence of η/s(T)

Niemi et al 1203.2452

Viscosity has temperature dependence
RHIC collisions can probe the region of perfect fluidity 

η/s (T) → can not be fully constrained by 
measurements at single energy
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FIG. 7. (Color online) Charged hadron v2(pT ) at RHIC, with
GLmix initialization.
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FIG. 8. (Color online) Proton v2(pT ) at RHIC, with BCfit
initialization.

from binary collisions is large, of order ∼ 70 %, see Ta-
ble I. Therefore, we show only results with the BCfit ini-
tialization; these are compared to data from the ALICE
collaboration [45]. The calculated spectra are somewhat
flatter than the data. Here, we have used the same decou-
pling temperature as at RHIC, i.e., Tdec = 100 MeV. We
could improve the agreement with the data by decoupling
at even lower temperature than at RHIC. Another way
to improve the agreement is choosing a larger chemical
freeze-out temperature. This would give steeper spectra,
but the proton multiplicity at RHIC would then be over-
estimated. However, we have tested that the dependence
of the spectra and the elliptic flow on η/s is unchanged

by these details.
As was the case at RHIC, at LHC the slopes of the

spectra are practically independent of the η/s parame-
terization. We note that here we have used the initial-
ization time τ0 = 1.0 fm, i.e., the same as at RHIC. In
Ref. [9] we observed a quite visible correlation between
the shear viscosity and the spectral slopes. Here, the later
initialization time and the fact that we now compensate
for the entropy production between different η/s param-
eterizations almost completely removes this correlation.
However, the earlier the evolution starts, the more the
viscosity will affect the slopes.
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FIG. 9. (Color online) Charged hadron spectra at LHC, with
BCfit initialization.

The pT -differential elliptic flow for all charged hadrons
is shown in Fig. 10 and for protons in Fig. 11. The
charged hadron elliptic flow is compared with ALICE
four-particle cumulant data [46]. We can see that in the
10− 20 % centrality class, changing the hadronic η/s or
changing the high-temperature η/s has quite a similar
impact on the elliptic flow, e.g. the difference between
the LH-LQ and LH-HQ and between the LH-LQ and
HH-LQ curves is nearly the same. However, the more pe-
ripheral the collision is, the more the viscous suppression
is dominated by the hadronic η/s. This is confirmed by
comparing the grouping of the flow curves in the 40− 50
% centrality class at LHC with that at RHIC, cf. Figs. 6
and 10. As was the case in Au+Au collisions at RHIC,
also here the grouping of the curves for the protons is
similar to that of all charged hadrons, cf. Fig. 11.
Note that, within our set-up, the best agreement with

the ALICE data is obtained with the HH-HQ parameter-
ization, i.e., with a temperature-dependent η/s in both
hadronic and high-temperature phases. However, in the
low-pT region our calculations systematically underesti-
mate the elliptic flow in all centrality classes. As was the
case with the pT -spectrum, decoupling at a lower tem-

8

perature and choosing a higher chemical freeze-out tem-
perature would improve the agreement, without changing
the grouping of the elliptic flow curves with the η/s pa-
rameterizations.
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FIG. 10. (Color online) Charged hadron v2(pT ) at LHC, with
BCfit initialization.
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FIG. 11. (Color online) Proton v2(pT ) at LHC, with BCfit
initialization.

In Fig. 12 we show the pT -differential elliptic flow for√
sNN = 5.5 TeV Pb+Pb collisions. In this case the

viscous suppression of v2(pT ) is dominated by the high-
temperature η/s in central collisions, while peripheral
collisions resemble more the lower-energy central colli-
sions at LHC, i.e., both hadronic and high-temperature
viscosity contribute similarly to the suppression. Fur-
thermore, the higher the pT , the more the hadronic
viscosity contributes to the suppression. This happens
mainly because δf increases with both viscosity and pT .
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FIG. 12. (Color online) Charged hadron v2(pT ) at LHC 5.5
A TeV, with BC initialization.

V. EFFECTS OF SHEAR INITIALIZATION,
MINIMUM OF η/s AND RELAXATION TIME

One of the main results of Ref. [9] is that, at RHIC,
the high-temperature shear viscosity has very little effect
on the elliptic flow. In this section we elaborate more
on this analysis, and explicitly show that this statement
holds for an out-of-equilibrium initialization of the shear-
stress tensor as well. We also study the effect of varying
the relaxation time.
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FIG. 13. (Color online) Charged hadron v2(pT ) at RHIC,
with BCfit and NS initialization.

Figure 13 shows the elliptic flow of charged hadrons in
the 20 − 30 % centrality class at RHIC. Instead of set-
ting πµν to zero initially, here the so-called Navier-Stokes

RHIC LHCη/s(T ! TC ) �/s(T > TC )

Region of perfect fluidity
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Constraining temperature dependence of η/s(T)
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Measurements at RHIC can constrain η/s (T) over wide window 
of temperatures

Denicol et al  
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Viscosity has temperature dependence : 
RHIC collisions can probe the region of perfect fluidity 

Denicol et al PhysRevLett.116.212301
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Constraining temperature dependence of η/s(T)
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to PHOBOS data [47] in Fig. 2. The normalization of the
initial entropy densitywas adjusted in each scenario to fit the
most central (0%–3% central) events. The dip around
midrapidity is less pronounced than in models that use a
flat rapidity plateau in the initial entropy density distribution
[13]. A large viscosity at higher temperatures inhibits the
longitudinal expansionmost and leads to the best description
of the spectra with the used initial state model. At ηp ¼ 4,
dN=dηp is overestimated by approximately 15% in the two
scenarios with the smallest QGP viscosity.
Rapidity dependent anisotropic flow.—The flow har-

monics vn as functions of pseudorapidity are calculated
using the event average,

vnf2gðηpÞ ¼
hvnvnðηpÞ cos n½(ψn − ψnðηpÞ)%iffiffiffiffiffiffiffiffiffi

hv2ni
p : ð3Þ

ψnðηpÞ is the event plane at pseudorapidity ηp, and vn and
ψn are the average values over the pseudorapidity range
jηpj < 6. We have verified that, in the simulation, the
resulting vnf2gðηpÞ’s are very close to the root mean square

values
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hv2nðηpÞi

q
. For clarity of notation, in the following

we will refer to vnf2gðηpÞ from Eq. (3) as vnðηpÞ.
We show results for the charged hadron v2ðηpÞ for (top

panel) 0%–40% and (bottom panel) 3%–15% and 15%–
25% central

ffiffiffi
s

p
¼ 200GeV collisions and pT > 0.15 GeV

in Fig. 3 for the four different scenarios discussed above.
[All results for vnðηpÞ were symmetrized around ηp ¼ 0 to
increase the statistics.] One can see that different temper-
ature dependencies lead to variations in the ηp dependence.
Because the average temperature decreases with increasing
rapidity, a large hadronic shear viscosity causes v2ðηpÞ to
drop more quickly with jηpj, while a large QGP viscosity
makes the distribution flatter in ηp. The constant ηT=ðεþPÞ
case lies between the two cases. Previous calculations using
UrQMD in the low temperature regime, which can be
compared to the case of large hadronic viscosity, show a
similar trend [17,20], although with a smaller effect.
The v2 of charged hadrons as a function of pseudor-

apidity at the RHIC has been measured by the PHOBOS
[48,49] and STAR [50] collaborations. As shown in Fig. 3,
the existing data can already constrain the temperature
dependence of ηT=ðεþ PÞ. Clearly, a large hadronic
viscosity is favored by the PHOBOS data, while a constant
value is hard to reconcile with the experimentally observed
decrease of v2 with pseudorapidity. Assuming that the
initial state is not dramatically different from our model
description, a QGP shear viscosity as large as the largest
one used in this calculation can be excluded. We note that
this scenario predicts a wrong centrality dependence of v2
even at midrapidity. The scenario with large hadronic and
moderate QGP shear viscosity is still compatible with most
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FIG. 2. dN=dηp of charged hadrons in two different centrality
classes for the four scenarios compared to experimental data from
the PHOBOS Collaboration [47].

FIG. 3. v2 of charged hadrons as a function of pseudorapidity
for the four different shear viscosity scenarios compared to
experimental data from the PHOBOS Collaboration [48,49].
(Top panel) 0%–40% centrality. (Bottom panel) 3%–15% and
15%–25% centralities.
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First attempt from STAR to constrain η/s (T)

13

Motivation-III (Towards constraining η/s(T))

5

fully described by fluid dynamics. Therefore, even if the
fluid dynamical models have been very successful in de-
scribing the low-pT hadron spectra measured at RHIC
and LHC energies, it is still not clear in how detail one
should trust the fluid dynamical description, and what
are its limitations.

It is then clear that reaching the final goal of deter-
mining the transport properties of the matter from the
experimental data requires that also the uncertainties re-
lated to the fluid dynamical evolution are systematically
charted. There are currently a few ways of extending the
applicability of fluid dynamics. For example, the moment
expansion of the Boltzmann equation provides a way to
include in principle arbitrary orders of the gradients into
the description, and it has been shown that including all
the second order terms consistently into the description
is essential in describing the detailed structure of shock
waves [93]. One of the characteristics of heavy-ion col-
lisions is that the early expansion is highly asymmetric,
i.e. the system starts with a fast longitudinal expansion,
and transverse expansion develops only later. This kind
of anisotropic expansion results in also highly anisotropic
local momentum distributions, which can lead to a break-
ing of the usual fluid dynamical description. This is
the motivation for the so-called anisotropic hydrodynam-
ics [94–96], where the functional form of the expansion
around the equilibrium state is designed to allow large de-
viations from an isotropic momentum distributions. Nei-
ther of these methods are, however, applied to a full de-
scription of heavy-ion collisions, yet.

One of the important conditions for the applicability
of fluid dynamics is that different systems should be de-
scribed by the same transport coefficients that can de-
pend on temperature and chemical potentials, but not
e.g. on the collision energy or the nuclear mass number.

C. Our fluid dynamical setup

In this work we employ the setup previously used
in Refs. [13, 14, 24, 55], where the longitudinal ex-
pansion is approximated by a scaling flow consistent
with longitudinal boost-invariance. In this approxima-
tion the longitudinal flow velocity is given by vz = z/t,
and the components of the energy-momentum tensor,
Eq. (1), become independent of the spacetime rapidity
⌘s = (1/2) ln [(t+ z)/(t� z)], i.e., they depend on the
transverse coordinates, r = (x, y), and the longitudinal
proper time, ⌧ =

p
t

2 � z

2, only. From a numerical point
of view, this reduces the (3+1)–dimensional problem to
a (2+1)–dimensional one.

The coefficients of the non-linear terms in the equa-
tions of motion for the shear-stress tensor, Eq. (4), are
taken from the 14-moment approximation to the ultra-
relativistic gas [68, 69, 71], i.e., c1 = �(4/3)⌧⇡, c2 =

�(10/7)⌧⇡, c3 = 2⌧⇡, and c4 = 9/(70P0), and the relation

FIG. 1. (Color online) Parametrizations of the temperature
dependence of the shear-viscosity to entropy ratio, labelled
here in the order of increasing ⌘/s at T = 100 MeV. For more
details, see the text and Table I.

between the relaxation time ⌧⇡ and the shear viscosity is

⌧⇡ =

5⌘

e+ P0
. (7)

In thermodynamical equilibrium, the properties of the
matter are essentially given by the EoS that gives pres-
sure as a function of temperature. Here we use the
s95p-PCE-v1 parametrization of lattice QCD results at
zero net-baryon density [97]. The high-temperature part
of this EoS is from the hotQCD collaboration [98, 99]
and it is smoothly connected to a hadron resonance gas,
where resonances up to mass of 2 GeV are included. The
hadronic part of the EoS includes a chemical freeze-out
at Tchem = 175 MeV, where all stable hadron ratios are
fixed [100–102]. A hadron is considered stable, if its life-
time is more than 10 fm. In the perfect fluid limit the
construction of the chemical freeze-out also conserves the
number of stable particles. However, in the viscous fluid
there is still small (approximately 1%) entropy produc-
tion below Tchem = 175 MeV, and this leads to a small
increase in the number of particles during the evolution
of chemically frozen hadronic matter.

Once the transport coefficients and EoS above are
given, the only degrees of freedom left are the shear vis-
cosity to entropy density ratio ⌘/s(T ) and the initial com-
ponents Tµ⌫

(⌧0, r). In the boost-invariant approximation
it is enough to specify T

µ⌫
(⌧0, r) in the transverse plane

at some initial proper time ⌧0. The initial conditions
calculated from the EbyE EKRT setup are discussed in
detail in the next section.

As shown in Fig. 1, we parametrize the temperature
dependence of the ⌘/s ratio in a similar manner as we did
in [55], by assuming a minimum of ⌘/s at T = Tmin to
be somewhere in the cross-over temperature-region and a
linearly rising (decreasing) behavior in the QGP (HRG)

Niemi et al 1101.2442 
Lacey et al 1305.3341 
Niemi  et al 1505.02677 
Denicol et al 1512.01538

η/s (T)  not yet fully constrained 

Models assume parametrization  

Niemi et al  
1505.02677 Viscosity has temperature dependence  

300 M event with TPC (-1<η<1) 
has been compared to different 
η/s(T), none explain data

L. Adamczyk et al 1701.06497
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Other motivations : Event shape engineering
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proportional to v2
2 and v2 − v5 correlation contains a linear term that is proportional to v2v3, 

consistent with expectation. On the other hand, the significant anti-correlation between v2 and v3 
seems to be entirely due to anti-correlations between ε2 and ε3. Hence the v2-vn correlations provide 
information on both initial geometry and final state non-linear mode mixing. Similar event-shape 
engineering measurements hold great promise at the future RHIC heavy ion program and can be 
performed with the utilization of the forward detectors in STAR. 

 
Figure 2-39: Schematic view of the event-shape selection technique (left panel) and the expected variation in 
the ellipticity e2 (right panel). 
 

 

 
Figure 2-40: The correlations between v2 and v3 (left panel), v2 and v4 (middle panel), v2 and v5 (right panel) 
at the LHC. Each data point corresponds to one event shape class based on v2 observed in the forward 
rapidity window 3.3<|η|<4.8.  
 
 
2.4.4 Jet-medium interaction 

High-pT hadrons and jets are strongly suppressed in heavy-ion collisions compared to pp and 
p/dA collisions. It is generally accepted that the suppression is due to partonic energy loss due to 
jet-medium interactions. The energy lost by high-pT particles reemerges as low-pT particles—high-
pT particle yields are suppressed and low-pT particle yields are enhanced. How the low-pT particles 
are distributed relative to the original jet direction should shed light on the jet-interaction 
mechanisms. Measurements of these types of jet-correlations are challenging because at low pT the 
anisotropically flowing background dominates the jet dependent correlation. The subtraction of this 
flow background involves large uncertainties because not all of the hydrodynamic flow parameters 
are measured to the required  precision. Furthermore, there is a fundamental limit that anisotropic 

Charged hadrons

Feasibility studies with currently available FMS detector is 
underway, fSTAR will be ideal 
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Other motivations : Jets background studies
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Other motivations : Chiral Magnetic Effect

Magnetic field driven effects are early time phenomena

σ=0
σLQCD
102 σLQCD
103 σLQCD

eB
 / 

m
2 π

10−7
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0.0001
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1
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t / RAu
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Figure 1: Magnetic field for static medium with Ohmic conductivity, �Ohm.

The total magnetic helicity

H =

Z

V
d3x ~A ~B (15)

is conserved for the closed systems. For two fluxes of the magnetic field �1 and
�2, the helicity can be related to the linking number H = 2n�1�2. Substituting
Eq. (14) to Eq. (15) and performing trivial transformations we obtain for the
helicity

H� = � 1

��

Z

V

~B2d3x = �8⇡

��
EB , (16)

where EB is the total magnetic energy. This shows that conservation of the
helicity leads to the conservation of the total magnetic energy for the processes
with the timescales, tc ⌧ 1/��. The volume V in Eq. (16) is defined by the
region of space, where �� 6= 0. Owing to the expansion of the medium this
volume grows in time roughly as t3 for late times, as t for early times. Therefore
we expect the magnetic field to decay according to the power law B ⇠ t�3/2

or B ⇠ t�1/2 . This is somewhat slower then the decay of the field induced
by the spectators Bspect ⇠ t�2. This conclusion, however, does not take into
account the formation of non-trivial topological objects, knots of the magnetic
field with non-trivial linking number. As was shown in Ref. [8], the higher
the linking number corresponds to longer lifetime of the magnetic field up to
Bn ⇠ t�1/6. Returning to the constraint �� � 1/tc, we can roughly estimate
if this is satisfied in heavy ion collisions. The chiral conductivity is defined by

4
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Anatomy of three-particle correlations
Search of early time charge separation → should be long-range in Δη
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Physics Measurements Longitudinal  
decorrelation 

Cn(Δη)                
rn (ηa,ηb)

Temperature 
dependent 
transport 
η/s(T), 
ζ/s(T)

Mixed flow 
Harmonics  
correlation 

Cm,n,m+n

Ridge 
VnΔ

Event 
Shape 
and 
Jet-

studies
  Detectors Acceptance

Forward  
Calorimeter  

(FCS)

-2.5 > η > - 4.2, 
ET (photons, 

hadrons) One of these 
detectors 
necessary

One of these 
detectors 
necessary

Good 
to have One of 

these 
detectors 
neededForward 

Tracking System 
(FTS)

-2.5 > η > - 4.2, 
pT (charged 
particles)

Important Important

Table 1: Summary of physics topics and corresponding detector requirements under proposed upgradefSTAR upgrade at RHIC will provide unique opportunity to :                                                               

study the structure of the initial state that leads to breaking of boost 
invariance in heavy ion collisions and to explore of the transport 
properties of the hot and dense matter formed in heavy ion collisions 
near the region of perfect fluidity. 
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